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Lecture 3: A/B testing II: Design



Mid-term project
Run an A/B test

• Three independent simulators, representing three engineered systems


• Simulators will return measurements via http


• Simulators will be slow


• You will run A/B tests on the simulators and


• Write up your design, measurements, and analysis


• Give a 5 minute presentation on the results during lecture #6



Review
Central limit theorem

• Given  samples  of any distribution,


• with sample mean , as 





• IOW: Aggregate measurements are normally distributed


• …even if individual measurements are not


• (…when we have a lot of individual measurements)

N xi ∼ X

μ = ΣN
i xi/N N → ∞

μ ∼ 𝒩(x̄, σ2)



A/B test
Is B better than A?

• Goal: correctly choose the better of versions A & B


• Define  
    (  is agg. meas. of BM(A), resp. )


• Restate goal: Is  ?


• About 68% of ind. meas. have 


•  

μ = μB − μA
μA μB

μ > 0

μ > 0

P{wrong} = 1 − .68 = .32

68%



• Larger N ==> lower SE of agg. meas. ==> lower P{wrong}

A/B test design
Probably not wrong

5%32%

P{wrong} = .32 P{wrong} = .05



Minimize N

• Larger N ==> higher experimentation costs, too


• A/B test design:


Pick the smallest  s.t.  

• How? “Begin with the end in mind”

N P{wrong} < .05

A/B test design



Analysis
Imagine measurement is done

• At end of A/B test you have measurements  and , from which you 
calculate


• 


• Ask: Is ? (Is B better than A?)    <== easy


• But  is one sample from a distribution like  ==>  
so you could be wrong

xA,i xB,i

μ = ΣixB,i/N − ΣixA,i/N

μ > 0

μ

Aggregate measurement



Aside: notation
Notation for this lecture

• ,  - individual measurements


•  - aggregate measurement of BM(A)


•  - aggregate measurement of BM(B)


•  - aggregate measurement [of the difference BM(B)-BM(A)]


•  - expectation of aggregate measurement

xA,i xB,i

μA = ΣixA,i/N

μB = ΣixB,i/N

μ

μ̄



•  - standard deviation of 


•  - standard deviation of 


•  = standard error of , where 

σA xA,i

σB xB,i

̂SE = σ/ N μ σ2 = σ2
A + σ2

B

Aside: notation
Notation for this lecture



False positive

• False positive (FP): 
  If B is worse than A, i.e., expectation of BM(B) < BM(A), i.e. , and 
   you measure , i.e., you make the wrong decision


• rename: 

μ̄ < 0
μ > 0

P{wrong} = P{FP}

Analysis



• Calculate: 


• Define  and hypothesize that , i.e., BM(B)==BM(A)


• then: 


• Then, by CLT, 

̂SE =
σ

N

z =
μ − μ̄

̂SE
μ̄ = 0

z =
μ
̂SE
z ∼ 𝒩(0,1)

Analysis
False positive

z-score of the aggregate measurement



Limit P{FP} to 5%

• Hypothesize , then 


• i.e., BM(B)=BM(A)


• called null hypothesis


•  = prob. of  falling to right 
 of vertical line


• If , probably  (5%)

μ̄ = 0 z̄ = 0

P{FP} z

z > 1.64 z̄ ≠ 0

Analysis

5%

1.64



Why 1.64?
Shape of normal distribution



Why 1.64?
Shape of normal distribution



Analysis
Statistical significance

• Decision rule:


• If ,  act as if  


• If ,  act as if B beats A


• Agg. measurement is 
statistically significant when 

z > 1.64 z̄ ≠ 0

z > 1.64

z > 1.64

5%

1.64



Analysis
Practical significance

• Say , should you switch to version B?


• What if  = $.01/day?


• Takes effort and risk to switch from A to B.


• Exogenous business decision (depends on you, team, firm, industry)


• Only switch if  and 


•  is practical significance level

z > 1.64

μ

z > 1.64 μ > PS

PS



Aside: t statistic
Student’s t

• , N large


• If  not large, write 


• The variation in  makes  non-
normal, “t distribution”

z =
μ
̂SE

N t =
μ
̂SE

̂SE t



Design
Prepare for analysis stage

• Make  just large enough s.t. 


• — but no larger (to limit experimentation costs)


• Unpack:





• and solve for N:


N z > 1.64

z =
μ
̂SE

=
Nμ
σ

> 1.64

N > (
1.64σ

μ
)2

̂SE = σ/ N



Design
Estimate inputs: σ

• Don’t know  at design time, so estimate


• Either


• Note: ,   


• Estimate  by stddev of logged data from version A


• Assume , then , or


• Run a pilot study — go measure  directly

σ

μ = μB − μA σ2 = σ2
B + σ2

A

̂σA

̂σB = ̂σA ̂σ2 = 2 ̂σ2
A

σB



Estimate inputs: μ

• 


• Smaller  ==> larger 


• What’s the smallest  we’d actually care to measure?


• 


• Finally:


N > (
1.64 ̂σ

μ
)2

δ N

μ

μ = PS

N > (
1.64 ̂σ

PS
)2

Design

The A/B test

design



False negatives
The other way to be wrong

• False positive: You measure “B better than A”, but it isn’t


• False negative: You measure “B not better than A”, but it is


• Imagine that really 


• If you measure , that’s 
a false negative


• Limit: 

μ̄ > 0

μ < 0

P{FN} < .20

False

negative


20%



Power analysis

• Knowing that, during analysis, you’ll accept a measurement that is


• practically significant,


• statistically significant, and


• The worst-case false negative rate will be when:


• true    <== smallest it could be


• FP when you measure     (reject B incorrectly)

μ̄ = PS

z < 1.64

Design

N controls this

this is fixed



• Solution: Keep threshold (z=1.64) far from 


• Far enough so that you measure  less that 20% of the time


• Limits 


• , or 
 

      

z = PS/ ̂SE

z < 1.64

P{FN} < .20

z − .84 > 1.64

N > (
2.48 ̂σ

PS
)2

Design
Power analysis

1.64

20%



Design summary

• “This A/B test measures a difference of precision PS with power of 80% at a 
statistical significance level of 5%”


N > (
2.48 ̂σ

PS
)2

Design



Terminology

• 


• 


• False positive also called Type I error


• False negative also called Type II error


• Power =  = P{True positive}


• Individual measurement: trial, sample, observation, replicate


• A/B test == Randomized Controlled Trial (RCT) == Controlled experiment

α = P{FP} = .05

β = P{FN} = .20

1 − β = .80



A/B test design
Summary

• Limit false positives to 5%


• Limit false negatives to 20%


• Estimate  with logs &  OR run a pilot study


• Switch to B if


• statistical significance, , and


• practical significance, 

σ σB = σA

z > 1.64

δ > PS

Design

Analysis


